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Resumen

Objetivos: Identificar la existencia de canales falsos en Telegram que suplantan a grandes editoriales
académicas, evaluar la efectividad de los Modelos de Lenguaje a Gran Escala (LLMs), especificamente
ChatGPT y DeepSeek, para su deteccién, analizar las fuentes web utilizadas por estos modelos y de-
terminar la posible existencia de sesgos geograficos en dichas fuentes.

Metodologia: Seleccion de 13 grandes editoriales académicas del portal SCImago: Elsevier, Springer,
Wiley-Blackwell, Routledge, OUP, de Gruyter, Brill, CUP, IEEE, Hindawi, World Scientific, Nature y
Thieme. Identificacién de 37 canales de Telegram asociados y aplicacién de un prompt estandarizado a
ChatGPT y DeepSeek para evaluar la autenticidad de cada canal, con la funcién de busqueda web activa-
da. Analisis comparativo de las respuestas de los modelos y verificacién mediante clasificacién manual.
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Principales editores cientificos en los canales de Telegram: una aproximacion a la deteccién de fake channels con
ChatGPT y DeepSeek — Victor Herrero-Solana; Carlos Castro-Castro

Resultados: Se identificd que el 78,38% de los canales analizados eran fraudulentos. Ambos modelos mos-
traron una alta efectividad en la deteccién de canales falsos, pero limitaciones significativas para validar
canales legitimos. Se observaron diferencias metodoldgicas: DeepSeek adoptd un enfoque contextual,
mientras que ChatGPT requirié una verificacién explicita. El andlisis de las fuentes web revelé que Deep-
Seek priorizé contenido de ciberseguridad, mientras que ChatGPT utilizé predominantemente fuentes
institucionales y redes sociales, con un claro predominio de fuentes occidentales en ambos casos.

Palabras clave

Telegram; canales falsos; editores académicos; LLM; ChatGPT; DeepSeek, deteccién de desinforma-
cién; verificacion de fuentes.

Abstract

Objectives: To identify the existence of fake channels on Telegram that impersonate major academic
publishers, evaluate the effectiveness of Large Language Models (LLMs), specifically ChatGPT and
DeepSeek, for their detection, analyze the web sources used by these models, and determine the po-
tential existence of geographical biases in these sources.

Methodology: Selection of 13 major academic publishers from the SCImago portal: Elsevier, Springer,
Wiley-Blackwell, Routledge, OUP, de Gruyter, Brill, CUP, IEEE, Hindawi, World Scientific, Nature, and
Thieme. Identification of 37 associated Telegram channels, and application of a standardized prompt
to ChatGPT and DeepSeek to evaluate the authenticity of each channel, with the web search function
enabled. Comparative analysis of the models' responses and verification through manual classification.

Results: It was identified that 78.38% of the analyzed channels were fraudulent. Both models showed
high effectiveness in detecting fake channels but significant limitations in validating legitimate
channels. Methodological differences were observed: DeepSeek adopted a contextual approach, whi-
le ChatGPT required explicit verification. The analysis of web sources revealed that DeepSeek priori-
tized cybersecurity content, whereas ChatGPT predominantly used institutional sources and social
media, with a clear predominance of Western sources in both cases.

Keywords

Telegram; fake channels; academic publishers, LLM, ChatGPT;, DeepSeek; misinformation detec-
tion; source verification.

Resum

Objectius: Identificar l'existéncia de canals falsos a Telegram que suplanten les principals editorials
académiques, avaluar l'eficacia dels models grans del llenguatge (LLM), ChatGPT i DeepSeek, per a la
seva deteccid, analitzar les fonts web utilitzades per aquests models i determinar la possible existén-
cia de biaixos geografics en aquestes fonts.

Metodologia: Seleccié de 13 grans editorials academiques a partir del portal SCImago: Elsevier,
Springer, Wiley-Blackwell, Routledge, OUP, de Gruyter, Brill, CUP, IEEE, Hindawi, World Scientific,
Nature i Thieme. Identificacié de 37 canals de Telegram associables i aplicacié d'un prompt estan-
darditzat a ChatGPT i DeepSeek per avaluar l'autenticitat de cada canal, activant la funcié de cerca
web. Analisi comparativa de les respostes dels models i verificacié mitjangant classificacié manual.

Resultats: Es va identificar que el 78,38% dels canals analitzats eren fraudulents. Ambdds models van
mostrar alta efectivitat en la deteccié de canals falsos, pero limitacions significatives en la validacié de
canals reals. Es van observar diferéncies metodologiques: DeepSeek va adoptar un criteri contextual,
mentre que ChatGPT va requerir verificacié explicita. L'analisi de fonts web va revelar que DeepSeek
va prioritzar continguts de ciberseguretat, mentre que ChatGPT va utilitzar predominantment fonts
institucionals i xarxes socials, amb clar predomini de fonts occidentals en ambdds casos.

Paraules clau

Telegram, canals falsos, editors académics, LLM, ChatGPT, DeepSeek, deteccié de desinformacié;
verificacié de fonts.
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1. Introduccion

La aplicacién de mensajeria instantanea Telegram ha superado hace tiempo su funcién
inicial de mensajeria entre personas, convirtiéndose en una tecnologia sélida para el in-
tercambio global de informacién. A diferencia de las redes sociales clasicas, los usuarios
suelen asociarla con comunicacién intima (Dargahi et al., 2017), pasando desapercibido
que los canales de este servicio pueden constituir una fuente sustancial de informacién.
La falta de control centralizado de publicacion de canales hace facil que el usuario pue-
da verse confundido con el origen y responsabilidad de estos canales, tal como ya se ha
demostrado para el caso de la prensa espafola (Herrero y Castro, 2022).

La proliferacion de noticias falsas y desinformacién se ha convertido en una preocupa-
cion significativa en la era digital. Con el auge de las plataformas de redes sociales y la
creciente facilidad de difusién de informacidn, la propagacién de contenido engafioso
plantea serias amenazas a la opinién publica, los procesos democraticos y la armonia
social (Shu et al. 2017). En este contexto, los modelos grandes del lenguaje (LLM) han
emergido como herramientas prometedoras para combatir la desinformacién, gracias
a su profundo conocimiento del mundo y sus potentes capacidades de razonamiento.
Investigaciones recientes han demostrado que modelos preentrenados ajustados, tanto
modelos antiguos como BERT y RoBERTa o los LLM mas avanzados, pueden alcanzar
resultados notables en la deteccién de noticias falsas sin necesidad de datos auxiliares
extensos (Flores-Vivar y Garcia-Pefalvo, 2023). Estos modelos han mostrado particular
eficacia mediante estrategias de prompting, especialmente el razonamiento en cadena
de pensamiento (chain-of-thought), que mejora significativamente el rendimiento en ta-
reas de verificacién de hechos (Chen y Shu, 2024).

Para el presente estudio, se seleccionaron dos LLM representativos del panorama ac-
tual: ChatGPT y DeepSeek. La eleccién de ChatGPT se debe a ser el primero en irrumpir
(y llamar mucho la atencién) a finales de 2022 (Thorp, 2023) y que actualmente tiene
aun una posicién dominante en el mercado de modelos de lenguaje. Segun diversos
analisis de mercado, ChatGPT mantiene una cuota superior al 80% entre los chatbots
de IA generativa, consolidandose como el LLM mas utilizado tanto por usuarios indivi-
duales como por empresas (StatCounter 2025). Su amplia adopcién y reconocimiento lo
convierten en el referente natural para evaluar capacidades de deteccién de contenido
fraudulento.

Por su parte, la inclusiéon de DeepSeek obedece a su singular relevancia en el momen-
to de comenzar el disefio de este experimento. En enero de 2025, esta startup china
irrumpio en los medios internacionales al presentar su modelo R1, que demostro ca-
pacidades comparables a las de sus competidores occidentales, pero desarrollado bajo
restricciones significativas de acceso a hardware avanzado. Las politicas de control de
exportaciones de Estados Unidos, implementadas desde octubre de 2022, restringie-
ron severamente a fabricantes como Nvidia la venta de sus chips maés potentes (H100 y
A100) a empresas chinas. DeepSeek logré entrenar sus modelos utilizando chips H800,
una version con rendimiento limitado disehada especificamente para el mercado chino.
En lugar de limitarse al uso estandar del framework de Nvidia (CUDA), sus ingenieros
recurrieron a programacién de muy bajo nivel en PTX —el lenguaje tipo ensamblador
sobre el que se apoya CUDA— para exprimir al maximo el potencial de estos chips
(Chen, 2025). El impacto de su apariciéon generé incluso una fuerte caida bursatil de
la propia Nvidia: casi 600 billions en un dia (Carew et al., 2025). Este caso representa
un interesante contrapunto metodoldgico frente a ChatGPT, al tratarse de un modelo
desarrollado bajo restricciones tecnolégicas que, sin embargo, alcanza niveles de ren-
dimiento competitivos.
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2. Marco teorico

2.1. Los canales de Telegram

El éxito de Whatsapp como alternativa a los SMS cuando se comenzé a generalizar
el uso de teléfonos méviles con pantalla tactil conectados a Internet, marcé el inicio
del crecimiento de las aplicaciones de mensajeria instantanea. La apariciéon de WeChat
en China y aplicaciones como Telegram y Signal, presentadas como herramientas mas
transparentes y seguras, hizo nacer un entorno comunicativo nuevo. Los diferentes
avances de las distintas aplicaciones han ido enriqueciendo mutuamente las capaci-
dades de cada una de ellas, lo que ha contribuido a un aumento constante de usuarios
(Gregorio et al., 2017).

La incorporacién de los canales en Telegram en 2015 supuso el surgimiento de una nue-
va forma de comunicacién unidireccional que permite difundir noticias, contenido de
entretenimiento, comunicaciones oficiales, etc., a audiencias globales ilimitadas (Kitsa,
2023). La incorporacién de novedades desde entonces ha sido una constante, como la
edicién de mensajes (que permite corregir errores o actualizar informacién después
de la publicacién), herramientas basicas de andlisis para rastrear el rendimiento de los
mensajes, mejora de las capacidades de gestion y diversificacién formatos y herramien-
tas. Telegram no ha sido una aplicacion estandar ya que algunas de sus decisiones sobre
criptografia y seguridad son singulares (Jakobsen, 2015). Su arquitectura de seguridad
se presenta como un valor primordial para la solidez de la propia herramienta (Wardle
y Derakhshan, 2017).

Telegram ha sido incorporado a la actividad informativa en medios de comunicacién
(Sanchez y Martos, 2020), y se ha comprobado la solidez de los canales para la difusién
informativa (Sedano y Palomo, 2018). Telegram se ha hecho un hueco en el panorama
mediatico actual al establecerse como un canal alternativo para el consumo de noticias.
Se ha demostrado que la confianza en la marca periodistica juega un papel crucial en
la seleccién de las fuentes de informacidn en esta plataforma (Martos y Sanchez, 2024).
Su flexibilidad ha permitido desarrollar soluciones informativas y comunicativas en si-
tuaciones tan extraordinarias, como la guerra de Ucrania, donde se han llegado a crear
nuevos formatos comunicativos (Steblyna, 2024). Utilizados también por instituciones
universitarias de Espafia y Latinoamérica, para su uso en difusién de su informaciéon
(Cisternas et al., 2022). No ha ocurrido en la misma medida en entornos puramente
comerciales. Telegram se ha mostrado sélido para soportar sistemas de informacién
documental y, al mismo tiempo, generar entornos comunicativos a diferentes niveles.
Estas capacidades se han comprobado en diversos formatos (Mohammed et al., 2024).
La variedad de los mismos, la solidez de su sistema de almacenamiento y la capacidad
difusién de contenidos se han usado con éxito en experiencias de aprendizaje de idio-
mas y reforzamiento de capacidades lingtisticas (Abu-Ayfah, 2020).

Telegram proporciona un modelo estructurado para su uso en la interaccion social y
la moderacién experta (Ghaffari et al., 2017). Dichas fortalezas no han dado los resul-
tados deseados en campos como el sanitarios. En 2020, con motivo de la pandemia,
desde Telegram se realiz6 un ofrecimiento para que las autoridades sanitarias de todo
el mundo verificaran sus canales oficiales. Sorprendentemente, la iniciativa solo fue
seguida por una veintena de paises y no tuvo un gran recorrido. Paradéjicamente, en
esas circunstancias fue la herramienta elegida por muchos organismos para difundir
su informacién en esta crisis (Lépez, 2020). En esa misma época, ante la demanda del
teletrabajo, Telegram mejoré notablemente las herramientas de videocomunicacion,
tanto en chats, como en grupos y canales, alcanzando capacidades incluso mayores que
las de algunas de las mas populares plataformas de streaming, desarrollandose como
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un sistema hibrido que ha ampliado notablemente las capacidades comunicativas (Dar-
gahi et al,, 2021).

Los canales de Telegram progresivamente se han convertido en verdaderas plataformas
de difusién (Willaert, 2023). El perfeccionamiento de los permisos avanzados para ad-
ministradores los dota de capacidades para asignar roles y gestionar de forma granular
quién puede publicar, editar, fijar o eliminar mensajes, convirtiéndolos funcionalmente
en editores (Gregorio, 2020). La posibilidad anadida de asociar grupos de discusién a
los canales unida a la mejora de las herramientas analiticas y estadisticas ha permitido
ademas disponer de instrumentos para evaluar el alcance y la interaccion de las publi-
caciones (La Morgia et al., 2023).

El sistema de busqueda de Telegram mezcla, la localizacién de canales por las palabras
contenidas en su titulo, con la localizacién de palabras en los contenidos de todos los
canales suscritos. Resultando muy rapido y eficaz para la localizacién de contenidos en
los canales suscritos, pero muy confuso e inseguro en la localizacién precisa de canales.
(Jalilvand y Neshati, 2020).

En las actualizaciones de Telegram durante 2024 se ha reforzado de manera notable
todo lo relativo a las mini apps en su plataforma de bots, con una creciente actividad
alrededor de los premios y la monetizacién de servicios y actividades comerciales. El
éxito de estos nuevos campos de actividad ha abierto una linea de actuacién que, en
las primeras actualizaciones de 2025, se estd proyectando sobre los canales. El lanza-
miento del sistema de verificacién de terceros presentado por Telegram en la primera
actualizacién del afo es una buena prueba de ello. Este nuevo sistema para combatir es-
tafas y desinformacion une al tradicional check la posibilidad de que servicios oficiales
ajenos al propio Telegram, verifiquen cuentas y chats. Los canales o cuentas verificados
mediante este método podran mostrar un icono Unico junto a su nombre, y al hacer
clic, se podra ver qué servicio realiza la certificacién y el motivo. En la actualizacién de
marzo de 2025, se han afiadido utilidades para el control de la bandeja de entrada. Estas
permiten establecer una tarifa para los mensajes entrantes de usuarios que no estén
entre los contactos, lo que facilita un control total sobre la bandeja de entrada. Los
usuarios podran ganar estrellas (el sistema de pagos utilizado en las mini apps), filtrar
los mensajes no deseados y evitar la sobrecarga de la bandeja de entrada. Esta configu-
racion también se puede aplicar a los chats grupales y conversaciones de canales para
mantener las interacciones enfocadas y libres de spam, lo que ayuda a sus propietarios
a monetizar su comunidad y ganar estrellas a partir de conversaciones significativas
(Telegram, 2025). Todas estas medidas permiten el aumentar la transparencia y la con-
fianza en el contenido publicado, pero solo daran frutos, silos propios medios, las insti-
tuciones y la comunidad cientifica hace uso de estas.

Resulta indudable que estas utilidades han abierto oportunidades y nuevas vulnerabi-
lidades, planteando retos a los que es necesario dar respuesta (Susanka y Kokes, 2017).
El hecho de que cualquiera pueda crear un canal publico de Telegram, imitar la imagen
de un original, denominarlo e incluso alimentarlo con mensajes provenientes de cual-
quier fuente hace que el sistema no haya mostrado solidez, toda vez que la verificacién
de canales no se ha generalizado. Aunque existen multitud de canales “tedricamente
oficiales” incluso enlazados desde sus webs, muchos aparecen en Telegram sin el check
de verificacion oficial (Herrero y Castro, 2022). En ocasiones, aparecen canales con de-
nominaciones iguales, en los que resulta complicado verificar su naturaleza oficial, ya
que incluso reproducen contenidos provenientes de los RSS de los propios medios y
organizaciones (La Morgia et al., 2023). Hay evidencia de que las capacidades descritas,
permiten la facil difusién de desinformacion debido a la privacidad y a la preservacion
del anonimato. Esto ha dado como resultado la proliferacién de canales falsos, como se
evidencié de manera notable tras la pandemia (Diez et al., 2021).
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En los dltimos anos, tras varios episodios de resonancia mediatica, parece que las rela-
ciones con los organismos gubernamentales de diferentes paises estan siendo mas flui-
das y se estan alcanzando mas acuerdos con reguladores. Buena prueba de ello son las
eliminaciones de millones de publicaciones y canales daninos cada dia, la publicacién
de informes diarios de transparencia y las lineas directas con ONGs para procesar las
solicitudes de moderacién con mayor rapidez (Durov, 2024).

La propia naturaleza de los canales, su facilidad de creacién y la inexistente moderacién
(salvo la verificacién o la eliminacién respondiendo a una denuncia) hacen que la difu-
sién de desinformacion sea un hecho inevitable (Herasimenka et al., 2023). Su impacto
es especialmente preocupante en el ambito cientifico por los problemas de suplanta-
cién de identidad mediante el uso indebido de nombres de editoriales y logos oficiales
para ganar credibilidad instantanea (Wardle y Derakhshan, 2017). La manipulacién in-
formativa mediante la difusion de estudios falsos, manipulados o incompletos puede
influir negativamente en debates académicos y decisiones politicas (Cho et al., 2019). La
inevitable erosién de la confianza, al confundir a los usuarios, puede dafiar la credibili-
dad de la ciencia y las instituciones académicas (Allcott y Gentzkow, 2017).

La naturaleza de los canales de Telegram permite generar bases de informacién para
analizarlas y obtener resultados fiables que pueden ser evaluados. Sin embargo, la labor
de evaluacion de los resultados de los analisis cuantitativos ha requerido hasta ahora
el concurso de analistas humanos (La Morgia et al., 2018), los LLMs pueden abrir una
nueva perspectiva en caso de poder prescindir de los humanos para esta tarea.

2.2. Irrupcion de los LLMs: ChatGPT y Deepseek

Ellanzamiento de ChatGPT por OpenAl en noviembre de 2022 provocd una convulsiéon
que trascendié el ambito de las TIC, al poner la inteligencia artificial generativa al alcan-
ce de personas sin conocimientos técnicos especializados. Millones de usuarios comen-
zaron a interactuar con la IA de manera sencilla, desencadenando una ola de cambios
y debates que afectaron a la sociedad a nivel global. Empresas tecnoldgicas lideres en
Silicon Valley reaccionaron rapidamente: Google lanzé Gemini, su modelo de lenguaje
avanzado; Microsoft reforzé su apuesta con inversiones millonarias en OpenAl; Meta
desarrollé sus propios modelos de lenguaje, como LLaMA y lo ofrecié en abierto; X (an-
teriormente Twitter) presenté Grok, un modelo enfocado en la interaccién social, entre
otros muchos. Ademads, empresas como Amazon y Apple también intensificaron sus
esfuerzos en IA, integrando tecnologias generativas en sus ecosistemas de servicios y
dispositivos. Sin embargo, este auge se vio abruptamente interrumpido a principios de
2025 con la irrupcion de DeepSeek, una startup china respaldada por el fondo de cober-
tura. DeepSeek, una alternativa sorprendentemente econémica y de cédigo abierto, no
solo desafié el dominio de OpenAl y otras empresas occidentales. DeepSeek altero casi
todas las expectativas en el sector de la IA, demostrando que la innovacién no estd limi-
tada a Silicon Valley y que el mercado global de inteligencia artificial es mas dinamicoy
competitivo de lo que muchos anticipaban.

Mas alla de las implicaciones socioeconémicas, ChatGPT y DeepSeek representan dos
enfoques complementarios dentro de los LLMs, tecnologias que han redefinido el pro-
cesamiento del lenguaje natural mediante la arquitectura Transformer (Vaswani et al.,
2017). Ambos sistemas operan mediante sofisticados mecanismos de atencidn, que asig-
nan relevancia contextual a cada término, lo que permite la identificacion de patronesy
relaciones semanticas en grandes volumenes de datos, que, combinada con sistemas de
busqueda en Internet, abre expectativas de anédlisis de informacién muy prometedoras.

ChatGPT se ha consolidado como un referente en la generacién de didlogos fluidos y
contextualizados. Su eficacia se basa en un proceso en dos fases: un preentrenamiento
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masivo en corpus multilingties (libros, articulos, webs) y aprendizaje por refuerzo con
retroalimentacién humana (RLHF) (Ouyang et al,, 2022), donde ajustadores humanos
califican respuestas para priorizar coherencia y seguridad. Esta dualidad le permite
adaptarse a tareas tan diversas como la redaccién creativa o la simulacién de asistencia
técnica, con un riesgo inherente: la generacién de alucinaciones (afirmaciones plausi-
bles pero falsas) al extrapolar patrones de datos no verificados (Bender et al. ,2021).

DeepSeek es un LLM de cédigo abierto optimizado para el andlisis semantico profundo
y la deteccién de desinformacién. Aunque comparte la base técnica del Transformer, su
disefo incorpora técnicas como Retrieval-Augmented Generation (RAG) (Lewis et al.,
2020), que vincula el modelo a bases de datos externas, para contrastar afirmaciones
en tiempo real. Ademas, su entrenamiento multilingiie especializado (espafol, chino,
inglés) y su eficiencia computacional, lo posicionan como una herramienta escalable
para procesar flujos masivos de datos.

La introduccion de DeepSeek como una alternativa de cédigo abierto y gratuita a Chat-
GPT, marca un punto de inflexién en el campo de la IA, ofreciendo nuevas posibilidades
a la investigacion cientifica. Si bien ambos modelos comparten fortalezas significati-
vas en la mejora de la eficiencia y la democratizacion del acceso, las diferencias en su
transparencia, costo y accesibilidad tienen implicaciones profundas para la innovacion,
la ética y la asignacién de recursos. La transicién de la IA de una herramienta asis-
tencial, a un colaborador activo, requiere una adaptacion continua de las practicas de
investigacién (Kayaalp et al., 2025). Ambos modelos comparten la capacidad de realizar
un andlisis linglistico profundo, identificando indicadores de manipulacién emocional,
ausencia de fuentes y contradicciones internas, elementos frecuentemente asociados a
la difusién de informaciones falsas. (Shu et al., 2017).

2.3. Deteccion de desinformacion con LLMs: avances y perspectivas

Los LLMs han transformado el campo de la deteccién de desinformacién. Los modelos
pre-entrenados como BERT y RoBERTa ya habian establecido una base sélida para la
clasificacién de textos (Liu et al,, 2019). Sin embargo, los LLMs actuales, basados en
arquitecturas Transformer, ofrecen capacidades superiores de comprensién contex-
tual y razonamiento semantico, lo que permite abordar la desinformaciéon de forma
mas adaptativa (Papageorgiou et al. 2025). Una contribucién clave de los LLMs es su
aplicacién en escenarios de deteccién de noticias falsas con pocos ejemplos (few-shot
fake news detection). Esta capacidad es crucial para adaptarse rdpidamente a las nuevas
narrativas de desinformacion, ya que estos modelos pueden generalizar a partir de un
numero muy reducido de ejemplos, superando las limitaciones de los métodos supervi-
sados tradicionales (Patel et al., 2025).

La integracion de técnicas de explicabilidad (Explainable AI) se ha convertido en un
pilar fundamental. Metodologias como LIME (Local Interpretable Model-agnostic Ex-
planations) y SHAP (SHapley Additive exPlanations) permiten desglosar la base racional
de una clasificacién, identificando palabras o frases clave asociadas a contenido falso
(Patel et al. 2025). Esto es esencial tanto para la auditoria del sistema como para pro-
porcionar retroalimentacion util a los verificadores humanos. La investigacion reciente
también apunta hacia la deteccion multimodal, donde los LLMs se combinan con redes
neuronales para procesar informacién de texto, imagenes y videos. La construccién de
modulos de fusion de caracteristicas permite identificar inconsistencias sutiles entre
diferentes formatos, una caracteristica comuin en las campanas de desinformacién mo-
dernas (Lu y Yao, 2025).

Sin embargo, este potencial convive con desafios importantes. Los LLMs son propen-
sos a las alucinaciones —la generacién de afirmaciones plausibles pero falsas— lo que

BiD, 2025, v. 55



Principales editores cientificos en los canales de Telegram: una aproximacion a la deteccién de fake channels con
ChatGPT y DeepSeek — Victor Herrero-Solana; Carlos Castro-Castro

compromete su fiabilidad como detectores (Pooley, 2024). Asimismo, existe el riesgo de
canibalismo del conocimiento: a medida que el contenido generado por IA inunda in-
ternet, los modelos futuros podrian entrenarse con salidas de otros modelos, degradan-
do la calidad de su conocimiento base (Pooley, 2024). La deteccién de desinformacién
camuflada, que imita fuentes legitimas, exige que los modelos se centren en el analisis
factual mas que en patrones estilisticos superficiales (Garcia, 2024).

En conjunto, los LLMs no son una solucién tnica, sino herramientas poderosas cuya
efectividad depende de una integracién inteligente con métodos de verificacién exter-
na y una comprension critica de sus limitaciones. ChatGPT y DeepSeek ofrecen varias
prometedoras capacidades, pero la que afecta al presente trabajo consiste en su capa-
cidad de "leer” la web para procesar y “razonar” su contenido. De esta forma, el usuario
puede crear rdpidamente una herramienta de scraping sin necesidad de contar con
conocimiento de codificacién y beneficidandose del modelo de lenguaje para su anélisis.
A continuacion, se detallan los pasos seguidos en este experimento.

3. Objetivos

El objetivo primario de este articulo abordaremos la presencia de los grandes editores
cientificos en estos canales y la posibilidad de detectar los posibles fake-channels con
ChatGPT y DeepSeek. Para ello no proponemos responder a las siguientes preguntas
de investigacién:

1. ;Existen fake-channels en Telegram de los editores académicos mas importantes?
2. jPodrian servir ChatGPT y Deepseek para identificar estos canales?
3. ;Qué fuentes web utilizan estos LLMs para responder a la cuestién anterior?

4. sExiste algun sesgo en las fuentes por paises en funcién del origen de cada uno de
ellos?

4. Material y métodos

El presente estudio adopta un diseno de estudio de caso multiple, siguiendo los linea-
mientos metodoldégicos establecidos por (Yin 2018). Segun este autor, el estudio de caso
constituye una investigacion empirica que examina un fenémeno contemporaneo den-
tro de su contexto real, siendo especialmente apropiado cuando las fronteras entre el
fenémeno y el contexto no son claramente evidentes. La eleccién de casos multiples (13
editoriales y 37 canales asociados) responde a la 16gica de replicacién literal propuesta
por Yin, donde cada caso sirve como una “réplica” que permite confirmar o refutar los
patrones emergentes. Adicionalmente, como sefala (Eisenhardt, 1989), la investigacién
basada en casos multiples resulta particularmente adecuada para areas tematicas no-
vedosas —como en este caso— dado que permite generar teoria empiricamente fun-
damentada a partir de la comparacion sistematica entre casos. A continuacién, se pre-
senta la justificacion del caso de estudio atendiendo a sus antecedentes, el propésito de
su seleccion y las unidades de analisis.

4.1. Antecedentes del caso

La proliferacion de canales falsos en plataformas de mensajeria constituye un fenéme-
no que se ha intensificado en los ultimos afos, especialmente tras la pandemia de CO-
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VID-19. Telegram presenta caracteristicas estructurales que lo hacen particularmente
vulnerable a la suplantacién de identidad. A diferencia de otras plataformas, Telegram
se ha posicionado como un servicio con moderaciéon minima, lo que facilita la creacién
de canales que imitan a organizaciones legitimas (Urman y Katz, 2022). El impacto de
estas vulnerabilidades en el ambito de la comunicacion cientifica resulta especialmente
preocupante. Los escandalos de suplantacién de identidad académica han sacudido el
sector editorial en los dltimos anos, con casos documentados de autores falsos, cartas
de aceptacién fraudulentas y uso de inteligencia artificial para fabricar datos (Stocke-
mer y Reidy, 2024). Esta erosién se extiende al ambito cientifico cuando canales no veri-
ficados difunden informacién bajo la apariencia de editoriales académicas reconocidas.

Aunque Telegram ha implementado un sistema de verificacion de terceros, su adopcién
por parte de las editoriales académicas ha sido practicamente inexistente. Ninguna de
las editoriales analizadas en este estudio contaba con canales verificados oficialmente
en la plataforma. Esta ausencia de verificaciéon oficial deja un vacio que los actores ma-
lintencionados explotan mediante el uso de nombres, logos y descripciones que imitan
a las organizaciones legitimas.

4.2. Proposito de la seleccion

Criterios de seleccion de editoriales: Se seleccionaron las 13 principales editoriales aca-
démicas segun el nimero de titulos de revista indexados en SCImago Journal y Coun-
try Rank (consulta enero 2025, N > 30k fuentes). El criterio de nimero de titulos, frente
al de documentos publicados, se adoptd deliberadamente para evitar el sesgo que intro-
ducirian las megajournals y para garantizar una representacién del ecosistema edito-
rial en su diversidad. Las editoriales seleccionadas (Elsevier, Springer, Wiley-Blackwe-
11, Routledge, Oxford University Press, De Gruyter, Brill, Cambridge University Press,
IEEE, Hindawi, World Scientific, Nature y Thieme) representan los principales actores
del sector y, por tanto, los blancos mas probables de suplantacion. El listado completo
con las diferentes variantes se puede encontrar en el Apéndice I.

Justificacién de la plataforma Telegram: La eleccién de Telegram como objeto de es-
tudio responde a tres factores convergentes. En primer lugar, su creciente uso para la
difusién de contenido académico y cientifico, documentado en estudios recientes sobre
ecosistemas de desinformacion (Pietro et al., 2024). En segundo lugar, sus limitaciones
estructurales de verificacidn, que contrastan con plataformas mas reguladas y generan
vulnerabilidades especificas para la suplantacién de identidad institucional (Herrero
y Castro, 2022). En tercer lugar, la accesibilidad publica del contenido de los canales
mediante URLs directas (t.me/s/[canal]), que permite su anélisis mediante LLMs con
capacidad de navegacién web.

Justificacién de los LLMs seleccionados: Ya lo habiamos adelantado en la introduccion,
la seleccion de ChatGPT y DeepSeek como herramientas de andlisis responde a su re-
presentatividad dentro del panorama actual de modelos de lenguaje. ChatGPT, desa-
rrollado por OpenAl, mantiene una posicién dominante en el mercado occidental con
una cuota superior al 80% entre los chatbots de IA generativa, consoliddndose como el
referente comercial para aplicaciones de verificacién. DeepSeek representa un contra-
punto metodoldgico relevante: un modelo de cédigo abierto desarrollado bajo restric-
ciones de acceso a hardware avanzado que, sin embargo, ha demostrado capacidades
competitivas. La comparacion entre ambos modelos permite evaluar si las diferencias
en arquitectura, entrenamiento y orientacién (comercial vs. cédigo abierto / USA vs.
China) influyen en la capacidad de deteccién de canales fraudulentos.
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4.3. Unidades de analisis

Siguiendo la estructura jerarquica recomendada por (Yin 2018) para estudios de caso
multiple, este estudio define tres niveles de anadlisis:

Nivel Unidad de analisis N Descripcién

1 Editoriales académicas | 13 | Principales editoriales segiin SCImago por nimero de titulos

2 Canales de Telegram 37 | Canales identificados mediante bisqueda por nombre de editorial
3 Evaluaciones de LLMs 74 | ChatGPT (37) + DeepSeek (37)

Tabla 1. Unidades de analisis

Variables recopiladas para cada canal: nombre del canal, cuenta (@usuario), editorial
a la que se asocia, nimero de seguidores, texto del perfil, clasificacién emitida (REAL/
FAKE/UNK) por cada LLM, fuentes web citadas por cada LLM, dominio geografico de
las fuentes, y finalmente etiquetado de referencia (ground truth) establecido por los in-
vestigadores

Delimitacién temporal: Las evaluaciones se realizaron utilizando las versiones de Chat-
GPT-V4o0 y DeepSeek-V3, entre el 1y el 15 de febrero de 2025, ambas con la funcién de
btsqueda web activa.

Delimitacién de alcance: Se incluyeron inicamente canales publicos cuyo nombre, des-
cripcion o contenido pudiera generar confusién con las editoriales oficiales. Se exclu-
yeron grupos privados (no accesibles publicamente) y canales claramente parddicos o
satiricos sin intencién de suplantacién.

4.4 Procedimiento de recopilacion de datos

El procedimiento de recopilacién siguié un protocolo estandarizado para garantizar la
replicabilidad:

Identificacion de canales: Para cada una de las 13 editoriales, se realizé una busqueda
en Telegram utilizando el nombre de la editorial. El sistema de busqueda de Telegram
muestra un maximo de 10 resultados por consulta. Se conservaron todos los canales
que pudieran ser confundidos a simple vista con la editorial oficial.

Registro de datos: Para cada canal identificado se registré el nombre, la cuenta (@
usuario), el nimero de seguidores y el texto del perfil en un dataset estructurado.

Evaluacion mediante LLMs: Se lanz6 a ChatGPT y DeepSeek el siguiente prompt estan-
darizado para cada canal:

You are an expert in Telegram application channels. Could you indicate if the
channel @[nombre_canal] on Telegram is an official channel of the publisher
[editorial] or if it could be a fake channel? You can find the channel's content on
the web https:/t.me/s/[nombre_canal]. What facts do you base your assessment
on to determine if it is fake or not?

El prompt se formulé en inglés para maximizar la capacidad de ambos modelos de ac-
ceder a fuentes web internacionales. Cada evaluacién se realizé en un chat nuevo, sin
activar el pensamiento profundo (deep thinking) y con la opcién de bisqueda web activa.

Registro de respuestas: Se documentaron las respuestas completas de cada modelo,
incluyendo la clasificacion emitida y los dominios web citados como fuentes de verifi-
cacion.
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Verificacion manual: Los investigadores establecieron una clasificacién ground truth
mediante verificacién manual de cada canal, consultando las paginas web oficiales de
las editoriales, sus perfiles verificados en otras redes sociales y el contenido histérico
de los canales.

5. Resultados

En primer lugar, tenemos en la figura 1 un ranking de las editoriales con la composicién
de titulos de revistas por paises. Encontramos un fuerte predominio de Estados Unidos,
Reino Unido y Paises Bajos, en general y de algunos paises en editores concretos como
Alemania en Springer, de Gruyter y Thieme o Egipto en Hindawi.

Publisher Country
Eisevier I I W Australis
Springer NN | I S Austria
wiley-Blackwell NG ] M Brazil
routledge [N Bulgaria
Oxford University Press - | . Canada
de Gruyter | _ China
Brill _ W Denmark
Cambridge University Pre.. || | Egypt
iece [ M France
Hindawi [l M Georgia
World Scientific \ W Germany
Nature [ Hong Kong
Thieme Il M Hungary
0 200 400 600 800 1000 1200 1400 1800 1800 2000 2200 i india
_ M ireland
Journals =
Italy
M Japan

Kuwait

. Lithuania
Mexico

M Netherlands
Poland

M rRomania
Russian Federation

. Serbia
Singapore

M slovakia
South Africa

M south Korea

W spain

. Sweden
Switzerland

M Taiwan

W Turkey

B ukraine
United Kingdom

. United States

Figura 1. Volumen de titulos por paises en cada editor.

5.1. Valoracién de las respuestas

Cabe sefalar que en ninguno de los 37 canales analizados aparece la marca de verifica-
cién que realiza Telegram de los canales oficiales, en muy pocos de ellos se afiade una
url, que es un elemento esencial en la verificacion, observandose que la informacién pu-
blicada en los canales es poco homogénea. Ocurriendo algo parecido con el numero de
seguidores y el numero de publicaciones de cada canal, que resultan muy dispares. En
el analisis manual de los canales se concluy6é que solo 8 de 37 eran canales reales y que
estaban efectivamente vinculados con las editoriales, un 21,62 % del total. En la figura
2 vemos esos resultados.
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Figura 2. Relaciéon de canales verdaderos y falsos por editorial

El analisis del contenido de los canales de Telegram, hecho por los modelos, revela con-
clusiones detalladas sobre lo que publican estos canales, lo cual es fundamental para
determinar si son reales o falsos. En cuando al andlisis y deteccién de contenidos frau-
dulentos, varios canales son considerados como FAKE basandose en el tipo de servi-
cios y el lenguaje utilizado, que es inconsistente con las practicas de las editoriales de
prestigio, como anuncios repetidos para el envio de articulos, tarifas de publicacién y
plazos de envio rapidos. Llama la atencién que aparezcan afirmaciones inusuales, como
tiempos de revisién y correcciones de pruebas gratuitas e indexacién en revistas por
una tarifa, practicas asociadas a revistas depredadoras.

Los modelos muestran acierto al detectar publicaciones con contenidos fraudulentos, y
localizar afirmaciones contradictorias con las politicas de comercializacién de las pro-
pias editoriales, apareciendo libros en diferentes formatos sin proporcionar informa-
cidén clara sobre derechos de autor o licencias. Los modelos también detectan presen-
cias incongruentes, como la distribucién de materiales de Cambridge University Press,
a pesar de llevar el nombre de Oxford University Press.

En cuanto al contenido consistente con afiliacién oficial o legitima, en algunos canales,
principalmente aquellos afiliados a IEEE, localiza contenidos que respaldan (o al me-
nos no refutan) su legitimidad local o tematica. El andlisis del contenido de los canales
demuestra que la mayoria de los canales FAKE utilizan el contenido (libros gratuitos,
promesas de publicacién rapida) como sefiuelo para atraer usuarios, mientras que los
canales clasificados como REALES o legitimamente afiliados (principalmente IEEE) se
circunscriben a contenidos estrictamente profesionales, técnicos y vinculados a plata-
formas oficiales de la organizacion. Los modelos también tienen en cuenta, aunque en
menor medida, el hecho de la inactividad de los canales o las escasas publicaciones de
algunos.

En la revisién manual y en las respuestas de los modelos, en los canales FAKE se obser-
va que hay una intencionalidad de suplantacién, utilizando diferentes derivaciones en el
nombre del canal y su identificacién, con clara intencién de suplantacion de la editorial,
en algunos casos para la difusién gratuita de publicaciones que se comercializan en webs
oficiales. En cuanto a los usuarios y el niumero de publicaciones, son numerosos los cana-
les que tienen escasas publicaciones y que se encuentran inactivos desde hace afios.
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También se observa que la mayoria de los correspondientes a IEEE son reales. Esto se
debe al hecho de que IEEE es una asociacién de profesionales ademas de ser una edi-
torial, estos canales dedican sus publicaciones a cuestiones diferentes, y aunque hay
referenciasy enlaces a publicaciones, su creacién y su uso no responde exclusivamente
a finalidades editoriales.

Del mismo modo existe un reducido grupo de pequenas editoriales, que utilizan el canal
como un elemento de difusién de informacién sobre sus publicaciones y actividades di-
versas, pero el hecho de que no hayan gestionado con Telegram su check de veracidad,
podria ser un indicativo de que el canal no es una prioridad en sus politicas de difusion
y comercializacion.

Check / LLM | Result Result
FAKE REAL M FAKE
ChatGPT DeepSesk ChatGPT DeepSeek W REAL

UNK

20
18
16
14
il
10

8

| I I I

FAKE UNK

FAKE REAL UNK FAKE REAL UNK FAKE REAL

canales

3

n

o

Figura 3. Relacién de canales verdaderos y falsos por consideracion de los modelos.

Enlafigura 3 se muestra un alto nivel de acierto de ambos modelos en la determinacién
de la falsedad de los canales FAKE. En el caso de ChatGPT no considera real ninguno de
los falsos, considerando como dudosos un grupo semejante al considerado por Deep-
Seek como tales. Destaca el grupo de FAKE que DeepSeek considera reales, traslucién-
dose que el envio desde los contenidos a dominios legitimos y de instituciones oficiales
pueden haber sido causantes de la consideraciéon como reales.

En el caso de la respuesta ante los canales reales se observa que DeepSeek reparte sus
respuestas entre reales y falsos, no considerando dudoso a ninguno, mientras que Chat-
GPT limita el nimero de los que considera reales a uno, considerando dudosos o falsos a
un grupo semejante. Esto muestra que los modelos tienden a fallar en la identificacién de
canales reales debido a la dependencia de criterios de verificacién global (insignia azul y
enlaces corporativos), ignorando la legitimidad del contenido o la afiliacién regional.

5.2. Sitios referenciados

En el dataset podemos encontrar los rankings de los dominios mas utilizados por cada
modelo. Hay un total de 217 sitios web que fueron citados un total de 507 veces. Chat-
GPT ha hecho un uso mas intenso de las referencias, un total 319 frente a 188 de Deep-
seek. Como la cantidad de sitios es muy grande, en la tabla X solo vemos a los mas
frecuentes de cada LLM.
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ChatGPT Deepseek
Sitio Grupo Pais # Sitio Grupo Pais #
t.me Telegram AE 35 | t.me Telegram AE 33
facebook.com | Redes sociales us 15 | keepersecurity.com Ciberseguridad us 11
telemetr.io Telegram us telegram.org Telegram AE
youtube.com Redes sociales us infostealers.com Ciberseguridad us
reddit.com Redes sociales us lifelock.norton.com Ciberseguridad us

Tabla 2 — Top 5 de sitios mencionados

Para poder analizar a todos los sitios los hemos agrupado en categorias y ademas le
hemos incluidos el pais de referencia. En algunos casos esto ha sido sencillo, pero en
otros no tanto. Ademas de revisar los sitios web, hemos usado el servicio Whois e inclu-
so le hemos preguntado a los propios LLMs. De esta manera obtenemos el ranking de
la tabla 2, donde tenemos los cada grupo y la frecuencia acumulada en la que aparecen
(ChatGPT + Deepseek). El grupo principal es el que constituye las diferentes variantes
del servicio Telegram. Es razonable que asi sea ya que en el propio prompt le hemos
pedido a los modelos que analicen este servicio. En segundo lugar tenemos los servicios
de redes sociales en general, algunos tan conocidos como Facebook, Youtube o Reddit,
pero también hay otros menos destacados. Dentro de Editores top incluimos los sitios
web de los editores objeto de estudio, y dentro de Editores a los restantes.

Grupo Frecuencia
Telegram 117
Redes sociales 64
Editores top 52
Ciberseguridad 50
Repositorios 41
Editores 39
Universidades 37
Medios 24
Gobiernos 22
Marketing digital 17
Black hat académico 16
Crypto 15
Blog educativo 7
Revistas académicas 3
Fake news 2
Marketplace 1

Tabla 3 — Frecuencia de sitios por grupo

Es importante destacar el grupo Ciberseguridad ya que ha habido una gran cantidad de
sitios relacionados con esta tematica, a priori no esperable, y también ocurrié lo mismo con
todo lo relacionado con el mundo Crypto. Del resto quizas es necesario destacar lo que he-
mos llamado Black hat académico y que no es mas que sitios web donde se facilita el acceso
a material con derechos de autor en una clara (o disimulada) vulneracién de estos.

En la figura 4 podemos apreciar los sesgos de cada modelo con cada grupo. Claramente
Telegram aparece en ambos, sin embargo, Ciberseguridad (y Cryto en menor medida)
destaca en DeepSeek. ChatGPT, por su parte parece utilizar sitios mas mainstreams
como las propias redes sociales, las universidades o sitios del gobierno. Los Editores,
Editores top y Repositorios aparecen referenciados por ambos modelos. Cabe destacar
que el Black hat académico es mencionado por ambos modelos aunque ChatGPT lo hace
en mayor medida.
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Figura 4. Comparacién de sitios por modelo

Pero lo que mas llama la atencién es la procedencia de los medios por paises. En este
caso no se aprecia ningun sesgo destacable. En la figura 5 aparecen representados los
paises con dos mas apariciones. El pais predominante es Estados Unidos, tanto para
el modelo estadounidense como para el chino. En segundo lugar, tenemos a Emira-
tos Arabes ya que es la sede del servicio Telegram, y un poco mds atras Reino Unido
y Alemania. Hasta acd un dominio total del espacio web occidental. En quinto y sexto
lugar tenemos a dos actores no occidentales: Rusia e India. Llama la atencién que Rusia
aparezca sesgado hacia ChatGPT mientras que la India lo hace hacia DeepSeek, donde
especialmente lo ha usado dentro de la tematica de la ciberseguridad.

us
50

20

10

Deep Seek

1 2 5 10 20 50 100 200
Chat GPT

Figura 5. Distribucién de paises por modelo
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Por ultimo, debemos destacar que en todo el dataset solo hay un sitio chino, algo real-
mente curioso.

6. Discusion

La presente investigacion confirma la proliferaciéon masiva de canales no oficiales que
suplantan la identidad de las principales editoriales académicas en Telegram. Los datos
revelan que el 78,38 % de los canales analizados presentan caracteristicas fraudulentas
o practicas no autorizadas, constituyendo un ecosistema paralelo que opera al margen
de los canales oficiales de comunicacién cientifica. Este hallazgo es consistente con in-
vestigaciones previas que han documentado la existencia de una extensa red de canales
falsos y clones en la plataforma (La Morgia et al., 2021; 2023), y establece que la suplan-
tacion de identidad o la operacién de canales no oficiales es la norma, no la excepcion,
en este ecosistema.

Este fendmeno no puede disociarse del contexto mas amplio de la hegemonia edito-
rial occidental identificada en nuestra Figura 1, donde Estados Unidos, Reino Unido
y Paises Bajos concentran la mayor parte de la produccién. Esta concentracién crea
inevitablemente barreras de acceso econdmicas, idiomaticas y geopoliticas, que a su
vez generan un caldo de cultivo para mercados informales que prometen eludir dichas
restricciones. La aparicién recurrente en nuestras fuentes de categorias como “black
hat académico” corrobora la existencia de una infraestructura digital organizada que
sustenta esta economia gris, un fenémeno que ha sido identificado también en el con-
texto del fraude editorial académico (Stockemer y Reidy, 2024).

En cuanto a los mecanismos de fraude identificados, los canales FAKE utilizan tacti-
cas especificas inconsistentes con la comunicacion académica legitima. En primer lu-
gar, la promocion fraudulenta, caracterizada por un lenguaje informal y promocional,
con afirmaciones inusuales como plazos de publicacién extremadamente rapidos (2-3
semanas) y la mencién de tarifas elevadas ($1200 USD), que se alinean con las carac-
teristicas de revistas depredadoras o estafas. En segundo lugar, la distribucién no au-
torizada y pirateria: los canales relacionados con editoriales de libros (OUP, Springer)
ofrecen acceso gratuito a materiales que el editor normalmente comercializa, lo cual
resulta atipico para un editor legitimo. Estos patrones coinciden con los descritos por
(Herasimenka et al. 2023) en su andlisis de plataformas con moderacién minima, donde
la facilidad de creacién de canales y la ausencia de verificacidén preventiva facilitan la
proliferacién de contenidos engafiosos. La caracteristica mas comun de los canales no
oficiales es la ausencia del sello de verificacién azul de Telegram, que editoriales de la
talla de las que estamos estudiando deberian ostentar si el canal fuera oficial.

La gran presencia de canales FAKE, que a menudo combinan la distribucion de contenido
pirata con servicios de publicacién sospechosos, representa un riesgo significativo para
la integridad académica y la marca de los editores. Este hallazgo viene a ratificar que la
posibilidad de generar cualquier canal publico, con cualquier denominacion, al estar pre-
vista la verificacion solo a posteriori y inicamente si la corporacion o entidad la solicita,
abre un espacio notable a las posibilidades de fraude. Resulta llamativo que las editoriales
cientificas no parezcan mostrar un interés especial por esta via que, bien explotada y co-
rrectamente verificada, podria constituir un medio de difusién robusto para las mismas.
Esta desatencion institucional contrasta con la creciente relevancia de Telegram como
plataforma de difusién informativa (Willaert, 2023; Sanchez y Martos, 2020).

Respecto a laidoneidad de los modelos de LLM como herramientas de anadlisis, nuestros
resultados presentan un panorama matizado. La significativa coincidencia entre ambos
modelos en la identificacién de canales claramente fraudulentos sugiere que estas he-
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rramientas pueden efectivamente detectar patrones comunes de suplantacién, lo cual
es consistente con investigaciones recientes que demuestran la capacidad de los LLMs
para identificar contenidos enganosos mediante analisis contextual (Chen y Shu, 2024;
Papageorgiou et al,, 2025). No obstante, las notables discrepancias en la verificacién
de los canales reales revelan limitaciones estructurales profundas. DeepSeek demues-
tra una tendencia marcada hacia lo que podriamos denominar un “criterio contextual”,
mostrando mayor disposicién a validar canales que presentan contenido coherente y
colaboraciones locales, incluso ante la ausencia de verificacién formal. Por contraste,
ChatGPT opera bajo un paradigma de “verificacién estricta’, requiriendo evidencias ex-
plicitas de afiliacién institucional y mostrando una cautela considerablemente mayor.

Esta divergencia en los criterios de evaluacién tiene implicaciones importantes. Los
modelos pueden ser enganados por la apariencia profesional del contenido o por el uso
de términos técnicos (como Scopus, Nature, etc.), sin poder validar los indicadores cri-
ticos de autenticidad. Esta limitacién conecta con las advertencias sobre las alucina-
ciones de los LLMs —1la generacion de afirmaciones plausibles pero falsas— que com-
prometen su fiabilidad como detectores auténomos (Bender et al., 2021; Pooley, 2024).
Los resultados refuerzan la necesidad de considerar estas herramientas como apoyo
complementario al juicio experto, no como sustitutos del mismo, tal como sugieren
(Patel et al., 2025) en su propuesta de sistemas de deteccién de desinformacion.

El examen de las fuentes web consultadas por los modelos revela arquitecturas de co-
nocimiento notablemente diferentes. Mas alla del esperable predominio de dominios
asociados a Telegram, emerge con fuerza inusitada el ambito de la ciberseguridad en
el caso de DeepSeek, mientras que ChatGPT muestra preferencia por fuentes insti-
tucionales y redes sociales convencionales. Esta disparidad sugiere que cada modelo
construye su marco interpretativo sobre agentes de busqueda web sustancialmente
distintos, lo que necesariamente condiciona sus evaluaciones. DeepSeek, al apoyarse en
recursos especializados en seguridad digital, parece desarrollar una sensibilidad agu-
da hacia patrones de fraude y suplantacién, un enfoque que recuerda a las técnicas de
deteccion basadas en andlisis de patrones descritas por (Shu et al., 2017). ChatGPT, con
su base mas amplia y convencional, prioriza la verificaciéon institucional formal. Ambos
enfoques presentan ventajas complementarias, pero su desconexion explica en gran
medida las discrepancias observadas en las clasificaciones.

El predominio absoluto de fuentes occidentales en ambos modelos refleja la hegemonia
aun vigente de los aun llamados paises en la arquitectura global de internet, un sesgo
que ha sido documentado en estudios previos sobre la distribucién geografica del co-
nocimiento en linea (Allcott y Gentzkow, 2017). Sin embargo, las afinidades diferencia-
les —DeepSeek con fuentes indias y sudasiaticas, ChatGPT con rusas— sugieren que
los agentes de busqueda de fuentes no estan completamente predeterminados. El caso
particularmente elocuente de la casi ausencia de fuentes chinas, a pesar del origen de
DeepSeek, merece investigacién adicional. Este hallazgo conecta con las observaciones
de (Urman y Katz, 2022) sobre cémo las estructuras de red en Telegram pueden replicar
divisiones ideoldgicas y geograficas mas amplias.

Finalmente, nuestros resultados tienen implicaciones para la comprensién del fend-
meno mas amplio del desorden informativo descrito por (Wardle y Derakhshan, 2017).
Los canales falsos de Telegram que suplantan a editoriales académicas no constituyen
Unicamente un problema de propiedad intelectual o fraude comercial, sino que erosio-
nan la confianza en las instituciones de comunicacion cientifica. En un contexto donde
la desinformacion cientifica ha demostrado tener consecuencias graves para la salud
publica y el debate democratico (Diez-Garrido et al., 2021; Prieto-Campo et al,, 2024),
la proliferacién de estos canales representa una amenaza estructural que requiere res-
puestas coordinadas tanto de las plataformas tecnolégicas como de las propias edito-
riales académicas.
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7. Conclusiones

Este trabajo pone de manifiesto que, en el ecosistema de Telegram, la presencia de las
grandes editoriales cientificas estd profundamente distorsionada por una mayoria
abrumadora de canales no oficiales que suplantan su identidad. A partir del analisis de
37 canales asociados a 13 editoriales lideres, se constatd que el 78,38 % de los canales
son fraudulentos o carecen de vinculos verificables con la editorial correspondiente,
mientras que solo un 21,62 % puede considerarse real o legitimamente afiliado. Esta
situacién configura un entorno estructuralmente propenso a la desinformacioén y a la
vulneracién de derechos de propiedad intelectual.

En relacién con la primera pregunta de investigacién, nuestros resultados confirman
la existencia de una red extensa y organizada de canales no oficiales que se apropian de
nombres, logotipos y descripciones propias de las editoriales académicas. Estos canales
combinan la distribucién no autorizada de contenidos (especialmente libros) ofertas de
servicios editoriales de dudosa legitimidad, alineados con practicas propias de revistas
depredadoras. La ausencia generalizada de verificacion oficial de Telegram y la limitada
presencia activa de las editoriales en la plataforma favorecen que estos canales fraudu-
lentos se conviertan, de facto, en referentes visibles para muchos usuarios.

En cuanto a la segunda pregunta de investigacién, los resultados muestran que Chat-
GPT y DeepSeek son herramientas tutiles para el mapeo y la caracterizacion inicial de
este ecosistema fraudulento, especialmente en la identificacién de canales claramente
FAKE. Ambos modelos coinciden con frecuencia en la deteccién de patrones de fraude.
Sin embargo, presentan limitaciones importantes en la validacién de canales reales,
donde tienden a sobrerreaccionar ante la ausencia de sefales institucionales fuertes
(canales verificados, enlaces web corporativos) y a infravalorar contenidos legitimos
con visibilidad local o regional. La diferencia entre el enfoque més “contextual” de
DeepSeek y la mayor exigencia de "verificacién formal” de ChatGPT sugiere que estos
modelos operan bajo 16gicas de evaluacién parcialmente divergentes, lo que refuerza la
necesidad de utilizar LLMs como apoyo complementario, y no como sustituto, del juicio
experto humano.

Con relacién a la tercera y cuarta pregunta, la tematica de las fuentes consultadas re-
vela que la construccién de conocimiento en estos sistemas estd mediada por arqui-
tecturas documentales especificas que reflejan prioridades tematicas y alineamientos
diferenciados. El sesgo hacia la ciberseguridad de DeepSeek y el “institutionalismo”
(universidades, gobiernos, editores) de ChatGPT no parecen constituir meras diferen-
cias técnicas, sino visiones complementarias de un fenémeno complejo. Sin embargo,
esta diferencia no se verifica claramente cuando miramos el origen de las fuentes. Exis-
te un sesgo hacia fuentes occidentales, lo cual parece indicar que los entrenamientos de
ambos modelos se han basado en conjuntos de datos no muy diferentes. La presencia
de fuentes chinas es casi nula (0,2%), incluso en el caso de DeepSeek, un modelo que por
momentos da la impresién de ser un indio o del sudeste asiatico (Malasia y Singapur).
En conjunto, los resultados sugieren que las diferencias entre ambos LLMs se explican
mas por la l6gica de sus agentes de bisqueda y la priorizacién temaética de sus fuentes
que por el pais de origen de cada modelo.

Como lineas de trabajo futuras, este estudio abre varias vias de interés. En el plano
metodoldgico, resulta pertinente incorporar otros LLMs relevantes. (De ellos destacan
actualmente, segun nuestro criterio, Claude (Anthropic), Gemini (Google), Qwen (Aliba-
ba), el controvertido Grok (X) y el recién llegado Kimi K2. Con ellos podremos evaluar si
las diferencias observadas en este trabajo se sostienen en un espectro mas amplio de
modelos. En el plano aplicado, seria valioso extender el enfoque a otros tipos de desin-
formacion cientifica y politica presentes en Telegram, incluyendo la deteccion de fake
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news y narrativas conspirativas. La progresiva integracion de capacidades de analisis
masivo de datos por parte de los LLMs ofrece una oportunidad para disenar sistemas
hibridos en los que la escala computacional y el criterio humano se refuercen mutua-
mente en la proteccién de la integridad de la comunicacién cientifica.
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9. Apéndice I

Editoriales con sus variantes de denominacién

Editorial

Variantes

Elsevier

Elsevier; Elsevier BV. ; Elsevier (Singapore) Pte Ltd; Elsevier Editora Ltda; Elsevier
Espana; Elsevier Espana S.L.U; Elsevier GmbH; Elsevier Inc.; Elsevier Ireland Ltd; El-
sevier Ltd; Elsevier Masson s.r.l; Elsevier Science; Elsevier Science & Technology; El-
sevier Science B.V.; Elsevier Taiwan LLC; Elsevier USA; Reed Elsevier India Pvt. Ltd.;
Reed-Elsevier (India) Private Limited

Springer

Springer; Springer Berlin; Springer Boston; Springer China; Springer Fachmedien
Wiesbaden GmbH; Springer Gabler; Springer GmbH & Co, Auslieferungs-Gesellschaf;
Springer Healthcare; Springer Heidelberg; Springer India; Springer International
Publishing; Springer International Publishing AG; Springer Japan; Springer London;
Springer Medizin; Springer Nature; Springer Netherlands; Springer New York; Sprin-
ger Paris; Springer Publishing Company; Springer Science + Business Media; Springer
Science and Business Media B.V.; Springer Science and Business Media Deutschland
GmbH; Springer Science and Business Media, LLC; Springer Singapore; Springer US;
Springer Verlag; Springer Vieweg; Springer-Verlag GmbH and Co. KG; Springer-Ver-
lag Italia s.r.l; Springer-Verlag Wien; SpringerOpen;

Wiley-Blackwell

John Wiley & Sons Inc; John Wiley and Sons Inc; John Wiley and Sons Ltd; Wiley-Blac-
kwell; Wiley-Blackwell for the International Association for the Study of Obesity; Wi-
ley-Blackwell Publishing Ltd; Wiley-Liss Inc.; Wiley-VCH Verlag;

Routledge

Routledge; Brunner - Routledge (US); Routledge, Taylor & Francis Group

Oxford
University Press

Oxford University Press

de Gruyter; De Gruyter Mouton; De Gruyter Oldenbourg; De Gruyter Open Ltd.; De

University Press

De Gruyter Gruyter Saur; Walter de Gruyter; Walter de Gruyter GmbH; Walter de Gruyter GmbH
& Co.KG

Brill Brill Academic Publishers; Brill Nijhoff; Brill Schoningh; Brill: Rodopi

Cambridge

Cambridge University Press

IEEE Advancing Technology for Humanity; IEEE Canada; IEEE Circuits and Systems
Society; IEEE Communications Society; IEEE Computational Intelligence Society;
IEEE Computer Society; IEEE CONTROL SYSTEMS SOCIETY; IEEE Education Socie-

IEEE ty; IEEE Electromagnetic Compatibility Society; IEEE Electron Devices Society; IEEE
Industrial Electronics Society; IEEE Power Electronics Society; IEEE Systems, Man,
and Cybernetics Society; Institute of Electrical and Electronics Engineers Inc.

Hindawi Hindawi; Hindawi Limited; Hindawi Publishing Corporation; Wiley-Hindawi

. o World Scientific; World Scientific Publishing Co. Pte Ltd; World Scientific Publishing

World Scientific
Co., Inc.

Nature Partner Journals; Nature Publishing Group; Nature Research; Nature Re-

Nature
search Centre

Thieme Thieme; Georg Thieme Verlag; Thieme Medical Publishers; Thieme Medical Publi-

shers, Inc.; Thieme Publishers Rio
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10. Apéndice II

Conclusiones de modelo por canal y revisién manual

Canal Editorial DeepSeek ChatGPT Check
@ScopusElsevier Elsevier FAKE FAKE FAKE
(@scopusservices Elsevier FAKE FAKE FAKE
@ElsevierCentralAsia Elsevier REAL UNK FAKE
@Elsevierscienceuzbekistan Elsevier FAKE FAKE FAKE
@clinicalkey Elsevier FAKE UNK FAKE
@elsevier_iran Elsevier REAL UNK FAKE
@elseviereducatiRealn Elsevier UNK UNK FAKE
@springer_uzb Springer FAKE FAKE FAKE
@NatureClimateTelegram Springer FAKE UNK REAL
@MasterTez Springer FAKE FAKE FAKE
@TAQUspringer Springer FAKE FAKE FAKE
@SPBooksMed Springer FAKE FAKE FAKE
@wileyrus Wiley REAL FAKE FAKE
@wiley_uz Wiley UNK FAKE FAKE
@routledgebooks Routledge UNK UNK FAKE
@routledge_bobil Routledge FAKE FAKE FAKE
@oupbooks OUP FAKE FAKE FAKE
@oxford_ielts_grammar_booksN1 OUP FAKE FAKE FAKE
@oxford_university_press_bot OuP FAKE FAKE FAKE
@studycollegeTt OuUP FAKE FAKE FAKE
@edupressUzbekistan OUP FAKE UNK FAKE
@degruyter De Gruyter UNK UNK FAKE
@cambridgeuni CUP FAKE FAKE FAKE
@cambridge_university_press_ielts CUP UNK FAKE FAKE
@cambridgeUniversityPresss CUP FAKE FAKE FAKE
@Cambridge_practice_discussion CUP FAKE FAKE FAKE
(@ieeear IEEE FAKE UNK REAL
@aetel IEEE/UPM FAKE FAKE REAL
@IEEEbot IEEE/UGR FAKE FAKE FAKE
(@ieeesiberia IEEE REAL UNK REAL
@IEEEIranSection IEEE REAL REAL REAL
@IEEESmartGrid IEEE REAL UNK REAL
@hindawi_books Hindawi REAL FAKE FAKE
@HindawiFoundationBooks Hindawi FAKE FAKE FAKE
@wspcsg World Scientific REAL FAKE REAL
@NaturePublishingGroup Springer Nature FAKE FAKE FAKE
@thiemepublishers Thieme REAL FAKE REAL

FAKE = falso / UNK = dudoso / REAL = real
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